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Climate models are going beyond their traditional structured, Analysis packages are often not Climate has a very low aspect ratio (10,000km wide while only 10km deep) This means 2D plots are the best way to view
Pr() b I emnm.: Climate model output continues to grow in size rectan%ular gfrids. Atrgo]s,phere cubed slpl)here gridh(left), aware of where data lies on grid. climate output. HOWEVER, the current tools to analyze and plot the data are single-threaded and assume rectangular grids!
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Elements of our solution
NCL (NCAR Command Language) is a widely ParVis has increased both the speed and functionality of widely used tools for climate model analysis
used scripting language tailored for the . . . .
cripting fanguagt o Vision for near-future climate analysis
analysis and visualization of geoscientfic data.
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*Swift is supported by an NSF SI2 grant. 10 years of 1 degree POP data (climo files) using the NetCDF operators (NCO). NCL was used to T s degee 0.10 degree

create the plots. This was done on 4 compute nodes on lens running a maximum of 8 tasks per

node. The original was ran on 1 lens compute node. Argon neé ﬁ NCAR
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